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ABSTRACT: Molecular dynamics with explicit solvent is favored
for its ability to more correctly simulate aqueous biological
processes and has become routine thanks to increasingly powerful
computational resources. However, analysis techniques including
Markov state models (MSMs) ignore solvent atoms and focus
solely on solute coordinates despite solvent being implicated in
myriad biological phenomena. We present a unified framework
called “solvent-shells featurization” for including solvent degrees
of freedom in analysis and show that this method produces better
models. We apply this method to simulations of dewetting in the
two-domain protein BphC to generate a predictive MSM and
identify functional water molecules. Furthermore, the proposed
methodology could be easily extended for building MSMs of any
systems with indistinguishable components.

1. INTRODUCTION
Changes in conformations of proteins and nucleic acids
underlie the majority of emergent biological phenomena in
daily life. Life, death, and disease are the result of molecules
changing shape in dynamical processes such as protein folding,
kinase activation, and signaling.1−3 Understanding these
dynamical processes is fundamental to our understanding of
biology. Experimental probes such as X-ray crystallography and
NMR can provide static pictures of macromolecules, and
certain specialized methods can give limited information about
dynamics.3 For systems ill-suited to experimental character-
ization, molecular dynamics (MD) offers unparalleled atom-
level detail of the dynamics of microscopic systems. Recent
advances in computing including the use of GPUs,4,5

specialized hardware,6 and distributed computing7−9 have
enabled simulations to probe biologically relevant macro-
molecules at biologically relevant time scales. Additionally,
increasing computational power has enabled simulations to
probe molecules in biologically relevant solvent environments:
explicit representation of water molecules10 and lipid
membranes11 has become routine. With simulation times
reaching milliseconds and the number of atoms approaching
hundreds of thousands, some sort of dimensionality reduction
is needed to make sense of this huge amount of data.12,13

One dimensionality reduction technique involves construc-
tion of a Markov state model (MSM) from the time series of
atomic coordinates from MD.14 MSMs parametrize a system by
a set of states and rates. Snapshots from MD trajectories are
grouped or clustered into k states. Some information is
necessarily lost by lumping conformations, but with a
sufficiently fine partitioning, we can resolve states with
sufficient detail. 15 The ideal clustering for MSM construction

groups conformations that interconvert rapidly as shown in
Figure 1. Lacking an a priori measure of the interconversion
rate of two given conformations (e.g., two frames of an MD
trajectory), estimation of this kinetic closeness is approximated
by a conformational distance metric. For example, root-mean-
square deviation (RMSD) or euclidean distance between
features such as dihedral angles or contact distances have
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Figure 1. Building an MSM requires a distance metric to cluster
kinetically close conformations. The enzyme BphC is depicted. Left:
two extended conformations with a “wet” interfacial cavity. We
estimate that these similar structures interconvert rapidly. Right: The
collapsed, dewetted structure. This is kinetically distant from the
extended conformations. Top: A sample of the water box solvating
BphC. We lack a method for estimating kinetic distance for solvent
degrees of freedom due to the large number and indistinguishability of
solvent molecules.
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been used for state definition. 16 With the states defined and
MD snapshots assigned to their proper states, we estimate k2

transition probabilities among the k states. “Markovianity”
means we idealize the dynamics of the biological system as a set
of memoryless jumps between states. MSMs have been used
successfully to reveal important biological structure and
function in diverse biological applications such as folding,17−20

kinase and protease activation,21,22 GPCR signaling, 9 protein−
ligand binding,23 and self-assembly. 24

A second, routine “dimensionality reduction” has been to
discard all solvent atoms prior to analysis,19,25,26 despite water
and membranes being crucial to protein function and biology as
a whole. In fact, solvent has been implicated in hydrophobic
collapse,27 protein stability,28 protein−ligand binding,29 mod-
ulation of ion channel function,30 antifreeze proteins,31 and
aggregation.32,33 There is understandable reason to discard
solvent atoms. First, the number of atoms is large: there are
often 50 times as many water molecules as protein residues
(and 10,000 times as many water molecules as protein
molecules) in an explicit-solvent MD simulation box. Second,
solvent moleculesunlike proteins or nucleic acidsare
indistinguishable. It does not matter if water #1525 or
#19832 is solvating a particular side-chain; conformations in
which these solvent atoms are exchanged should be treated as
identical. Methods tuned for analysis of solutes are ill-suited to
considering both the indistinguishability and the large number
of solvent molecules in a typical simulation. MSMs are no
exception: specifically, we lack an estimation of kinetic
closeness in solvent degrees of freedom. Traditional treatments
of solvent rely on aligning solute conformations and laying
down a grid of voxels for which properties like density can be
calculated and visualized.23,34 These methods (1) fail for large
conformational changes or folding when alignment of the
solute is poor and (2) fail to interface with statistical tools (e.g.,
principle component analysis (PCA), MSMs) due to an

overabundance of resultant features. If we consider a cubic
simulation box of side-length 80 Å and voxels of side-length 3
Å, grid-based approaches would yield 19,000 features. Other
work has focused on grouping solvent conformations based on
truncated hydrogen-bonding networks.35 This approach fails
for general indistinguishable particles other than H2O for which
bonding criteria is not known or not relevant. This method
does not afford a distance metric to relate conformations and,
as such, requires one state per enumerated hydrogen-bonding
network (k = 50,000 when only considering the first and
second solvation shells). The lack of an Euclidean distance
metric once again hinders interface with statistical tools like
PCA or K-means clustering. A suitable transformation of
solvent positions into tractable features (“featurization”) like
those available for solutes would yield a solvent distance metric
that could be used during the clustering stage of MSM
construction.
A model system for solvent dynamics is that of hydrophobic

collapse in the BphC enzyme (1dhy).36,37 This two-domain
protein functions in degrading toxic polychlorinated biphenyls.
Hydrophobic residues on the interface of the two domains
promote both dewetting of the interfacial cavity and structural
collapse from extended conformations. By starting simulations
from artificially extended conformations, we can observe
dewetting transitions. Figure 2 shows one such transition. We
stress that the focus of this study is to demonstrate how to
include solvent degrees of freedom in MSM analysis and not to
provide novel insight into the function of BphC.
In this paper, we introduce a new method called the solvent-

shells featurization for transforming solvent positions into
suitable solvent features. We characterize and parametrize this
method on 100 (10 ns each) MD simulations of the BphC
enzyme, each initialized from an extended conformation.
Through the use of an appropriate scoring function under
cross-validation, we examine the hyperparameters in model

Figure 2. Two-domain enzyme BphC is started from an extended conformation and is allowed to dewet. The two domains are shown in a low-
resolution surface representation at t = 0.7 ns (left) and t = 8.8 ns (right). The center of mass distance is plotted over time. We use this system as a
model to test the new method presented. This molecule can be seen in “cartoon” representation in Figure 1.
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construction and show that including solvent degrees of
freedom in MSM construction gives better models. Finally,
we interpret the resulting model by taking advantage of state-
of-the-art MSM techniques and the new solvent features.

2. SOLVENT-SHELLS FEATURIZATION
In contrast to traditional conformational distance metrics used
for clustering of solute (protein) states, we seek a distance
metric suitable for solvents that (1) treats solvent molecules as
indistinguishable and (2) is invariant under translation and
rotation of the solvent box relative to the solute molecule. A
solvent metric would be particularly desirable if it (3) can
identify solvent molecules of interest and (4) is fast to compute.
Gu et al. defined a “solvent fingerprint”38 which uses a sum of

weighted solute−solvent distances for each solute atom to
define a vector representation of the solvent configuration.

∑
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where ∥x − y∥ is the Euclidean distance between solute atom
position x and solvent atom position y, and α is a free
parameter that defines a distance scale. The resulting feature
vector is of length Nsolute and can be used with an ordinary l2

norm for clustering. Physically, we can interpret the feature
values as the degree of solvation of each solute atom.
We propose an extension of this fingerprint where we seek to

preserve spatial resolution of the solvent that is destroyed in the
summation. We define the solvent-shell featurization:
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parametrized by a set of spherical shells specified by distance r
and width dr, and where rmid = r + dr/2. The solvent-shell
featurization gives the instantaneous solvent density in each of
the shells. The resulting feature vector is of length Nsolute·Nshells
and can be used with an ordinary l2 norm for clustering. For
computational and cognitive convenience, we use an integer

number of equal-width shells. The featurization is shown
schematically in Figure 3.
These features bin solvent atoms without regard for their

identity, satisfying (1), and only consider relative solute−
solvent distances, satisfying (2). By recording the assignment of
solvent atoms to shells, we can back-out individual solvent
atoms corresponding to each feature with resolution at least as
good as dr. This satisfies criterion (3) and is a powerful way to
extract biophysical understanding by identifying functional
waters, see Figure 4.
This featurization is implemented as a plug-in for the open-

source software package MSMBuilder. Computation of the
features is performed with SSE4.1 vectorized operations, thus
satisfying (4). The resulting feature vector enables the use of
fast clustering methods such as Mini-batch K-means,39 further
enhancing computational speed in contrast to the traditional
RMSD metric.

2.1. Unified Framework for Solvent and Conforma-
tional Dynamics. Having a protocol for computing solvent
features, we wish to construct a model that captures both
solvent and solute dynamics. To that end, we choose a set of
solute conformational features (e.g., dihedral angles, raw
Cartesian coordinates) to be used in conjunction with the
solvent-shells features.
State-of-the-art MSM construction methods suggest training

a kinetic model prior to the clustering step.13,40 One such
model is time-independent component analysis (tICA). tICA is
similar to principle component analysis (PCA) in that it
produces a set of linear combinations of input features which
define “components” to serve as a new basis set for the data.
Whereas PCA finds components which maximize variance
among input degrees of freedom, tICA finds components which
maximize autocorrelation of the time-series input.41,42 We
effectively find the slowest degrees of freedom for the system
(subject to the constraint that the degrees of freedom be linear
combinations of the input features). By projecting our input
features on the top n slowest time-independent components
(tICs), we introduce an intermediate dimensionality reduction
which aligns our conformation-based estimate of kinetic

Figure 3. Schematic representation of the solvent-shells featurization. Solvent atoms (small, filled circles) are binned based on radial distance
(concentric rings) from each solute atom (large, filled circles). By training an intermediate kinetic model such as tICA, “important” solvent-shell
features can be identified (highlighted table entries). We can exploit overlapping shells (e.g., two shaded rings corresponding to highlighted table
entries) to provide nonradially symmetric identification of regions of solvent (small, red circle).
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interconversion rates even closer to the actual kinetics of the
model. Because of the linearity constraint of tICA, we generally
still need to build an MSM to capture the nonlinear dynamics
of the system under study. This intermediate processing with
tICA or PCA permits a unified framework for treating solvent
and conformational degrees of freedom in which all features are
fed as input, and the component analysis model selects those
features deemed “relevant”.
Special care should be taken when building an MSM directly

from a union of conformational and solvent features without an
intermediate model such as tICA. Spherical clustering
algorithms (e.g., k-centers) are sensitive to scaling of input
features; the two sets of features should be normalized to have
equal variance to ensure meaningful clustering. PCA includes
normalization by variance. tICA includes normalization by
either variance or autocorrelation time scale (i.e., slowness); in
this study, the autocorrelation time scales were used for
normalization.

3. EVALUATION ON BPHC ENZYME
With this new method, we seek to create better MSMs by
capturing the slow, biologically relevant dynamical processes
with a generalizable model that uses a unified framework to
include solute, solvent, membrane, and any other key degrees
of freedom. Recently, McGibbon et al. introduced a scoring
function based on the generalized matrix Rayleigh quotient
(GMRQ) that quantifies the goodness-of-fit for an MSM.43

The GMRQ is a scalar functional which measures the ability of
a rank-m projection operator (in this case, the top m
eigenvectors of the MSM) to capture the slow dynamics of a
system.44 In theory, the GMRQ is bounded by the sum of the
first m eigenvalues of the true dynamical propagator: a
nonperfect dimensionality reduction will always model
dynamics which are too fast.45 However, McGibbon et al.
showed that this bound can be violated when the model was
parametrized from statistically noisy inputs (e.g., a MD
simulation with less than infinite sampling). This over-
confidence in the model is a result of overfitting. It can be
eliminated by evaluating the model on a different data set than
the one on which it was trained, i.e., via cross-validation. Due to
its generality, the GMRQ permits direct comparison among
MSMs built with methods that could differ in hyperparameters,
intermediate processing steps, and/or featurization.
We performed three-fold cross validation (trajectories kept

whole across folds) over the grid of hyperparameters specified
in Table 1 (Grid Search 1) on 100 (10 ns each) MD
simulations of the BphC enzyme, each initialized from an
extended conformation. Conformational degrees of freedom
were included using distribution of reciprocal of interatomic
distances (DRID) features.46 For each solute atom, the
reciprocal distance to every other solute atom is computed,
forming a distribution. DRID characterizes this distribution by
its first three moments. DRID is a translationally and
rotationally invariant way to featurize solute molecules with
no a priori knowledge of the system. Solvent degrees of
freedom were included using the solvent-shells features
introduced in this paper. Solute atoms were defined to be the
α-carbons of the protein residues, and solvent atoms were
defined to be the water oxygens. Pruning redundant parameter
configurations (solvent-specific parameters do not matter when
including only DRID features) yielded 255 models and
associated scores over five dimensions. The models were
evaluated using GMRQ based on fidelity to the two slowest

dynamical processes and the equilibrium distribution (rank m =
3) at a lag time of 0.5 ns.
Due to the generality of the GMRQ, we can simply select the

set of hyperparameters that yield the highest mean (over folds)
test set score. This suggests using both solute (via DRID) and
solvent (via solvent-shells) features, 4 shells each of width 3 Å,
1 tIC, and 100 MSM states. Further investigation of the
marginal effects of specific hyperparameters offers insight into
the new method.
Figure 4a shows scores as a function of the number of tICA

components included in MSM construction for each of the
three input-feature configurations. These scores were taken
from the optimal solvent-shell parameters (given above) and
marginalized over number of MSM microstates by taking the
maximum score. Error bars represent standard deviation over
folds. For configurations which include the solvent-shells
metric, the score decreases with increasing number of
components included in MSM construction. This is most
likely due to overfitting to the extra degrees of freedom. These
observations are consistent with these simulations, which are
dominated by one coordinate (the dewetting conformational
change). Similarly, including conformational degrees of free-
dom in addition to the solvent degrees of freedom does not
appreciably increase the score of the MSM. The conformational
degrees of freedom do not capture anything in the first tIC that
the solvent metric does not. The conformational metric
(DRID) behaves differently: its score peaks at 2 tICs (albeit
with high variance across folds) before succumbing to
overfitting. It makes sense that the solvent features reproduce
this one coordinate better than a general conformational metric
in this system where solvent change is the dominating
characteristic. We expect more complicated systems to benefit
from multiple tICs and a combination of solvent and
conformational degrees of freedom.
The dependence of score on solvent shell width (dr) was

investigated for 1 tIC and total extent Nshells·dr =10 Å, again
marginalizing over number of MSM microstates (Figure 4b).
Choosing an appropriate shell width balances statistical
variance with spatial resolution: A large number of skinny
shells provides a higher resolution description of the solvent
environment, but wider shells occupied by more molecules
provide a lower variance estimate of the local density. We
observe that a shell width of 3 Å provides the best balance and

Table 1. Hyperparameters Were Investigated and Tuned by
Performing Two Grid Searches over the Values Given in
This Tablea

hyperparameter grid search 1 grid search 2

features DRID, solvent, both
shell widths (dr), Å 1, 2, 3, 4 3
total extent (dr·Nshells), Å 5, 10
number of shells (Nshells) 1, 2, 3, 4
tICA components 1, 2, 3 1
MSM microstates 50, 100, 200, 400, 800
no. models 255 45

aFor each parameter configuration, models were scored using three-
fold cross validation using the GMRQ scoring functional. In grid
search 1, the spacial extent of the featurization was explicitly specified.
In cases where this would dictate a fractional number of shells, the
nearest integer number was used. In grid search 2, the number of shells
was explicitly specified which implicitly determined the spacial extent.
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maximizes the GMRQ score. This is physically reasonable as it
corresponds to between one and two solvation shells in water.
A second grid search was run to investigate dependence of

model score on the number of shells included in the
featurization (Figure 4c). Shell widths and number of tICs
were kept constant at optimal values from the first grid search

(Table 1, grid search 2). While we might expect solvation to be
a local effect, including more shells seems to improve the model
without introducing overfitting. In fact, including only the
closest shell results in a significantly worse model than one with
just conformational features. We postulate that increasing the
spatial extent of the featurization allows nonspherically
symmetric localization of important regions of solvent when
used in conjunction with tICA. For example, consider a region
of solvent that partially occupies shell 1 of residue 1 and shell 2
of neighboring residue 2. The overlap of these two occupancies
breaks the spherical symmetry of the featurization around each
individual residue as shown schematically in Figure 3. These
findings suggest that only considering hyper-local solvation, as
in ref 38, may be misguided.

4. BIOPHYSICAL INTERPRETATION
A powerful feature of the solvent-shells featurization is its
interpretability. Solvent molecules can be assigned to the shells
which they occupy. One convenient way to exploit this
property is to use the coefficients of the tICA model’s slowest
components. Each tIC is defined as a linear combination of
input features. When the input features are the solvent-shell
occupancies, the resulting coefficients can be used to assign
“importance” (i.e., degree of contribution to slow dynamical
processes) to the solvent shells and, by extension, individual
solvent molecules which occupy those shells.
We applied the solvent-shell featurization to the same

ensemble of 100 (10 ns each) simulations of the model two-
domain protein BphC. Figure 5 shows that projection along the
two slowest tICs provides separation into at least two regions of
high population. The trajectory paths suggest that the first tIC
is highly correlated with dewetting of the interdomain cavity.
We use the trained tICA model to enhance our biophysical
understanding by visualizing each solvent molecule colored

Figure 4. (a) Increasing the number of tICs biases the model toward
over fitting. In this simple system, one coordinate is sufficient to
provide a generalizable model. Using only the conformational features
requires two tICs to maximize the score, whereas inclusion of solvent
features which match the physics of the simulations maximizes the
score with only one tIC. The score is maximized with the inclusion of
the solvent-shells features introduced in this paper. (b) A shell width
of 3 Å balances statistical variance with spatial resolution. (c)
Increasing number of solvent shells results in a better score. By not
extending the solvent featurization far enough (i.e., using only 1 shell),
the model performs significantly worse than one fit only on
conformational features.

Figure 5. tICA analysis on solvent-shell features successfully identifies
the slow degree of freedom corresponding to dewetting. Several
trajectories (black lines) projected onto the first two tICs are overlaid
on a 2D histogram of solvent conformations to show the general
progression from wet (low tIC1, left) to dry (high tIC1, right).
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according to its tIC coefficient. We applied a logistic function as
depicted in Figure 6 and summed the coefficients of water-
oxygen atoms occupying overlapping solvent shells. Altering the
logistic function parameters did not qualitatively affect the
resulting visualization. With VMD,47 these values could be used
to color, show, or hide solvent molecules of importance. As
seen in Figure 7, the solvent-shells features allow the automated

discovery of the interesting, slow-dynamical solvent features.
The water molecules in BphC’s hydrophobic cavity are
discovered a priori.

5. CONCLUSIONS
The inclusion of solvent degrees of freedom in MD trajectory
analysis has the potential to be a boon for biophysical
understanding both by enhancing interpretability of the models

as well as improving the models themselves. As seen from the
GMRQ scores for MSMs of the model protein BphC, the
solvent-shells featurization in conjunction with a structural
metric yields more generalizable dynamical models. With the
aid of tICA, these models are also more interpretable.
Projection onto solvent tICs allows visual inspection of
candidate metastable states. Visualizing solvent molecules
with high tIC coefficients shows important solvent features
learned entirely from the MD data in their appropriate
biological context. This enables the discovery of functional
solvent molecules from simulations without prior knowledge.
We anticipate that the ease of incorporating the solvent-shells
metric into the standard MSM analysis paradigm combined
with the benefits of treating all degrees of freedom in our
analysis will have broad applications beyond water. Whereas the
water-oxygen atoms were considered in this study, we
emphasize that this method is general to any indistinguishable
particles including ions and lipids. Including indistinguishable
particles in dynamical analysis allows MSMs to more naturally
model a much broader range of phenomena including protein−
lipid interactions, membrane dynamics, colloidal systems,
docking, and many-body protein simulations.24

6. SIMULATION DETAILS

The simulations were started from the crystal structure of
BphC (PDB id: 1dhy.pdb).36,37 The crystal structure contains
two domains (residues 1−135 and 135−292) at a center of
mass distance of 18.72 Å. These structures were solvated in a
TIP3P48 water box containing ∼16,500 molecules such that the
minimum distance between the boundary and the protein is 12
Å. The system was neutralized by adding 8 Na+ ions. The
Amber99sb-ildn49 force field was used for protein and ions. The
structures obtained after an initial equilibration for 1 ns at
constant temperature and pressure and with constraints on the
heavy atom positions were used as the starting conformation
for the subsequent simulations. The interdomain distance of
the crystal structure was increased by ∼6 Å along the direction
of two domain centers of geometry to create a gap between the
two domains using the steered molecular dynamics50 method.
The constant velocity pulling method was used by restraining
residues 1−135 and applying a force on residues 136−292. The

Figure 6. tICA independent component coefficients are dense with regards to input features. A logistic function is applied to up-weight the
significant features while reducing noise. When performed on the solvent-shells features, the sparse coefficients can be used to visualize solvent
molecules of importance.

Figure 7. By including only the solvent molecules with tIC coefficients
(learned by this method) above a cutoff value, individual water
molecules that comprise the slowest degree of freedom are revealed.
Here, the two domains of BphC (colored red and blue) are shown in a
surface representation, and water molecules are represented by spheres
centered on the water-oxygens. (Left) A wet structure at t = 1 ns
contains many waters in the interdomain cavity. (Right) The same
trajectory at t = 9 ns. The water has mostly been expelled from the
cavity. The front half of the BphC molecule is not drawn to show the
few trapped waters within the enzyme. The solvent molecules
participating in the dewetting are automatically identified by the
method due to their kinetic relevance.
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resulting structure was then used for running 100 dewetting
simulations of 10 ns each for a total simulation time of 1000 ns.
The GROMACS51 simulation package was used for running
these simulations. Covalent bonds involving hydrogen atoms
were constrained with LINCS,52 and particle mesh Ewald53 was
used to treat long-range electrostatic interactions. Production
MD simulations were carried out at constant temperature and
pressure of 300 K and 1 atm, respectively, with a time step of 2
fs.
The code used for computing the solvent-shells featurization

is available at http://github.com/mpharrigan/wetmsm and
depends on MDTraj (mdtraj.org) and MSMBuilder
(msmbuilder.org).
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